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My research vision is to “develop efficient and effective computational methods to enable the analysis, diagnosis, and generation of medical 
images and signals, specifically for resource-constrained environment” (e.g., hospitals and clinics in developing countries, war-torn regions, 
etc.). Growing up in India, I witnessed many of my relatives and immediate family members suffer from cardiovascular diseases (CVDs) and 
cancer, often misdiagnosed due to a lack of automated and objective analysis. The subjectivity led to delayed diagnoses and ineffective 
treatments, which tragically resulted in preventable deaths. These personal experiences have driven my commitment to developing systems 
that provide accurate, timely, and reliable diagnostics for cancer and cardiovascular conditions, regardless of the infrastructure available. 

Given the current state of technology, I have worked on the foundation of my vision by creating lightweight and efficient neural networks for 
analyzing biomedical images and signals. While deep neural networks have surpassed expert-level performance in diagnosing various 
diseases, their integration into healthcare systems remains limited due to high computational demands. My current research addresses this 
problem by proposing lightweight deep learning (DL) frameworks with a focus on efficiency and scalability, enabling deployment on a broad 
range of healthcare machines. Specifically, I have focused on two main themes: (1) Enabling fusion imaging through ultrasound (US) and 
Computed Tomography (CT) segmentation, to enhance diagnosis and create a higher-fidelity modality for ablations in operating rooms. (2) 
Analyzing biomedical signals, particularly electrocardiograms (ECGs), to diagnose CVDs and develop a metric for cardiovascular well-being 
for data- and resource-constrained environments, including mobile devices. In future, I will advance my vision by focusing on multi-modal 
solutions that integrate various forms of medical data, while ensuring that these systems remain accessible for resource-constrained settings.  

1. Enabling Fusion Imaging: Real-time and Lightweight Networks for Segmentation 

At an early stage in my research, I realized the primary challenge hindering the progress of my research vision in medical imaging is the gap in 
understanding between AI experts and radiologists. Radiologists often lack insights regarding the problems that DL can solve, while AI 
researchers may not always grasp the key diagnostic challenges in medical imaging modalities. To address this, I conducted a series of surveys 
to map these knowledge gaps, identify areas where DL can make an immediate impact, and encourage a dialogue that will drive the 
development of the next generation of efficient and scalable AI-driven diagnostic tools for resource-constrained environments. Initially, I 
reviewed liver segmentation methods and evaluated their utility in clinical surgeries, highlighting their usage for treatment of hepatocellular 
carcinoma (HCC or liver cancer) [1]. Simultaneously, I performed risk assessment of computer-aided diagnostic (CAD) software for hepatic 
resection, quantifying the risks and benefits of adopting CAD systems [2]. Subsequently, I assed efficacy of image fusion strategies 
immediately post-ablation in liver neoplasms to determine therapeutic response and evaluate the need for follow-up plans [3]. Altogether, 
these works provide a wholistic understanding to the radiologists regarding the role of DL, CAD, and fusion imaging in clinical surgeries for 
HCC, highlighting their benefits and risks. I also surveyed advancements in DL architectures for segmentation of B-mode US images, 
suggesting strategies to improve performance for low-contrast US imaging [4,5]. This review offers valuable insights to AI researchers, 
highlighting existing challenges that can be addressed through advanced preprocessing techniques, architectural innovations, and the 
development of novel loss functions. 

I laid the foundation of my research vision in medical imaging by enabling fusion imaging, specifically combining real-time US and preoperative 
CT scans to enhance surgical precision and outcomes. Effective image fusion necessitates accurate segmentation in both US and CT. 
Consequently, I proposed Dense-PSP-UNet [6,7] for real-time US liver segmentation, featuring a dense backbone to minimize parameters 
and computations. To address poor contrast, I applied contrast-limited adaptive histogram equalization and incorporated pyramid scene 
parsing for multiscale feature extraction. Finally, I introduced a dynamic loss function combining area- and boundary-based losses for precise 
liver boundaries. The network achieved excellent performance with 37 FPS, making real-time US-CT fusion viable in the operating room. 

The complementary challenge to real-time US segmentation for image fusion is efficient preoperative CT segmentation, especially in 
developing countries where large workstations may be inaccessible. To address this, I developed Res-PAC-UNet [8,9], a lightweight framework 
for liver CT segmentation featuring a fixed-width residual backbone to minimize computational cost, enabling deployment on a range of 
devices. I also introduced a pyramid atrous convolution (PAC) module to extract features across CT slices, enhancing segmentation 
performance. Res-PAC-UNet generates SOTA liver segmentation masks in ≈ 0.5 seconds, using just 15 MB of disk space. Both Dense-PSP-
UNet and Res-PAC-UNet have been integrated into an Augmented Reality (AR) medical image visualization toolkit at Hamad Medical 
Corporation (HMC) for doctors and medical students to explore 3D/fused imaging modalities. My work in biomedical imaging for HCC earned 
first place in the Concept & Design category at the AI Competition-MENA region 2022 and runner-up at HMC’s Star of Excellence Award 2024.  



2. Developing Interpretable Metric of Cardiovascular Well-being from ECG 

A fundamental aspect of my research vision in biomedical signals has started to take shape through my work on developing a robust metric 
for cardiovascular well-being using ECG-based age (ECG age) prediction, specifically tailored for data- and resource-constrained 
environments. Attia et al. [10] demonstrated that neural networks trained to predict age from 12-lead ECG signals inherently capture 
cardiovascular health, with predicted ECG age closely aligning with chronological age in healthy subjects and deviating in those with CVDs 
[11,12]. ECG age is valuable for tracking disease progression, with improvements in cardiovascular health reflected by a decrease in ECG age. 
It is also cost effective and easily interpretable, allowing patients and physicians to monitor the impact of lifestyle changes and treatments.  

Two key challenges remain unaddressed in the ECG age literature. First, most studies rely on 12-lead ECGs, which are common in clinical 
settings but not in emergency services or wearables that typically use 1- to 5-lead monitors (i.e., data constraints). This underscores the need 
to identify effective lead subsets for ECG age estimation. To address this, I developed a bottom-up search framework to identify high-
performing lead subsets, ranging from single- to four-lead configurations. For each subset, I analyzed performance variations and compared 
them to the standard 12-lead ECG. The insights from the analysis allowed me to stratify the leads and reduce the search space for larger 
subsets. The results showed that neural networks achieve performance within ~2% of the 12-lead ECG using the proposed four-lead subsets. 
Importantly, these subsets generalize across neural networks and tasks, including gender estimation and myocardial infarction prediction.  

Second, there is a lack of scalable, lightweight, and explainable neural networks for deployment across ECG machines, mobile devices, and 
smartwatches (i.e., resource constraints). To address this, I developed ECGNextFormer, a lightweight hybrid CNN and transformer 
architecture for efficient ECG age estimation. ECGNextFormer features a shallow backbone for efficient feature extraction, combined with a 
bottleneck drop key self-attention layer to provide a global receptive field and reweight feature maps. Additionally, a multiscale pooling block 
reduces temporal features while retaining fine-grained spatial details. These innovations surpass the best networks in literature by 14.7% in 
performance and 53x in parameter efficiency. ECGNextFormer's interpretability is enhanced with fine-grained heatmaps generated via guided 
backpropagation, and a novel lead scoring scheme that quantifies ECG lead significance in both healthy and diseased groups. 

3. Future Works 

My future work aims to advance my research vision by developing light language models for medical applications that can seamlessly integrate 
multi-modal data, combining medical images, biomedical signals, and reports into a unified system. The multi-modal approach will allow for 
the seamless integration of insights from different data modalities, which is crucial for diagnosing complex diseases with diagnostic clues 
spread across multiple modalities. In the immediate future, I will focus on enabling multi-modal analysis and zero-shot diagnosis techniques. 

Multi-modal analysis is crucial for HCC staging, where accurate diagnosis relies on more than just imaging data. While CT-based 
segmentation can determine tumor size, count, and location, effective staging also depends on factors like liver function (assessed using 
Child-Pugh score), extent of cirrhosis, and blood parameters. light language models are ideal for aligning information from images, radiological 
reports, and blood parameters, facilitating accurate staging while supporting widespread deployment. 

 Zero-shot diagnosis has strong potential for diagnosing rare or unseen CVDs in training data. The key advantage of this approach is that it 
enables diagnoses without the need for large labeled datasets, making it cost-effective, and time-efficient. A potential design of this approach 
may involve constructing an expert vector database, combining knowledge from well-established medical diagnostic books. The database 
can provide expert diagnostic guidance, which can be combined with extracted data features to design prompts for light language models. 
Subsequently, light language models can interpret the features under the guidelines of diagnostic guidance and provide a diagnosis. 

In my future research, I am committed to mentoring students and actively involving them in my work. For instance, in my research on 
multimodal analysis that combines imaging, signal, and blood report data, students will assist in processing various data modalities such as 
CT scans, blood test results, and liver function scores. They will contribute to designing a benchmark dataset for multimodal learning that can 
be published. For my work on zero-shot diagnosis, students will play a key role in building an expert vector database that is fact-checked, and 
they will assist in designing diagnostic prompts for light language models. To prepare myself for this role, I serve as a mentor for Carnegie 
Mellon University’s Qatar Student Initiated Undergraduate Research Program (QSIURP). 
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